A generalization of Dye’s reconstruction theorem by Fremlin

Fabien HOAREAU

Abstract

In this note we provide context and give a demonstration of a generalization of Dye’s
reconstruction theorem Thm. 2|, proved by Fremlin [Fre02, Thm. 384D] following
Eigen’s arguments from [Eig82]. The theorem is stated for the very general setting of
Dedekind complete Boolean algebras and their automorphism groups, but we will specifically
work with measure algebras of standard spaces.
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Organization of the note

This note is organized in the following way: Section [I] contains both Dye and Fremlin’s Re-
construction theorems, both stated in their (almost)-original setting, followed by the relevant
definitions and elementary facts. Section [2]explains why Dye’s setting satisfies the hypotheses of
Fremlin’s theorem, and in particular it establishes the link between the two different languages.
The three subsections are specifically dedicated to order-completeness, the supports of Borel
bijections, and to finding many involutions in our full groups, respectively. Finally, section [3]
is dedicated to the proof of a version of the theorem specifically stated in the context of mea-
sure algebras, although the general proof is sensibly the same. The reader only interested in
the proof can (quasi)-safely go to Theorem and skip the rest of Sections [1| and [2] then go
(pseudo)-directly to Section



1 Statements and definitions

1.1 Dye’s Reconstruction theorem

Let us start by recalling Dye’s theorem, in its most commonly (in ergodic theory) found form.
For its most general form, see Section [2.3.2]

Theorem 1.1 ([Dye63, Thm. 2|, see also [KeclO, Sec. 1.4]). Let G and H be two ergodic full
groups on a standard probability space (X, ). Then any isomorphism between G and H is the

conjugation by some measure-preserving bijection. In other words, for any group isomorphism
Y : G — H | there exists S in Aut(X, p) such that for all T € G, we have

Y(T) = STS™ .

Before giving Fremlin’s version of the theorem, we recall the terminology and give basic
definitions and facts.

Definition 1.2. A Polish space is a separable and completely metrizable topological space.

Remark 1.3. There always exists a bounded (often by 1) metric which is compatible with the
topology of a Polish space. Indeed, if d is a compatible metric, then min(1,d) is suitable, as it
is equivalent to d. Moreover min(1, d) has the same Cauchy sequences as d, in particular every
Polish space admits a compatible complete bounded metric.

Definition 1.4. A standard Borel space X is an uncountable measure space with a o-algebra
B(X) of subsets that are Borel for some Polish topology on X. Let us now endow (X, B(X))
with a measure, we are mainly interested in two different cases:

1. If p is a nonatomic (or diffuse) probability measure defined on B(X), then (X, B(X), i) is
a standard probabilty space.

2. If X is a nonatomic o-finite measure defined on B(X) such that A(X) is infinite, then
(X,B(X),\) is a standard o-finite space.

In the rest of this note, the o-algebra B(X) will usually be omitted it in the notations, and we
will denote by (X, \) (resp. (X, p)) a standard o-finite (resp. probability) space.

All standard Borel spaces are isomorphic (see [Kec95, Thm. 15.6]). Moreover, all standard
probability spaces are isomorphic (see [Kec95, Thm. 17.41]), and by o-finiteness this implies
that all o-finite spaces are isomorphic, justifying the terminologies.

Definition 1.5. The measure algebra of a standard probability space (X, u) is the space
of Borel subsets of X, where two such subsets are identified if the measure of their symmetric
difference is equal to zero. We denote this algebra by MAlg(X, ). It is equipped with the metric
dx . defined by dx ,(A, B) = n(AAB).

In the case of a standard o-finite space (X, \), we similarly denote by MAlg(X, \) the space
of Borel subsets of X, where once again two such subsets are identified if the measure of their
symmetric difference is equal to zero.

We chose to give the following definitions in the setting of a standard o-finite space (X, \),
but they are the same for a standard probability space (X, u).



Definition 1.6. Let (X, \) be a standard o-finite space. The group Aut(X, \) is defined as the
group of measure-preserving bijections of (X, \), identified up to measure zero. It naturally acts
on MAlg(X, \).

Definition 1.7. Consider (7},) a sequence of elements of Aut(X,\). An element 7" in Aut(X, \)
is obtained by cutting and pasting (7,) if there exists a countable partition (A,) of X such
that for all n in N we have

T4, = Thra,-

Definition 1.8. A subgroup G of Aut(X, \) is a full group if it is stable under the operation
of cutting and pasting any sequence of elements of G.

Definition 1.9. We say that a subgroup G of Aut(X, \) is ergodic if for every A C X such
that A(T(A)AA) =0 for every T in G, we have that A is either null or conull.

1.2 Fremlin’s theorem

We now state Fremlin’s theorem in full generality, then we will give the corresponding defini-
tions. Although the proof will be given specifically in the context of measure algebras, the level
of generality described by Fremlin still provides some insight. The reader interested in having
reformulations more adapted to the measurable context will find them in Section

Theorem 1.10 ([Fre02, Thm. 384D]). Let 2 and B be two Dedekind complete Boolean algebras,
G and H two subgroups of Aut() and Aut(B) respectively, both having many involutions. If
v : G — H is a group isomorphism, there exists a unique Boolean isomorphism S : 24 — B
such that for oll T € G, we have

Y(T) = STS™.

Definition 1.11. A Boolean algebra is a ring (2, +, x) such that A2 = A x A = A for all A
in 2, and such that 2 is unital with multiplicative identity 1g . A boolean homomorphism
between two Boolean algebras 2l and 93 is a unital ring homomorphism between 2 and 93: for any
A, B in 2 a Boolean homomorphism ¢ satisfies ¢p(A+B) = ¢(A)+¢(B), p(AxB) = ¢(A) xp(B)
and ¢(1Q{) = 1&3.

We denote by Aut(2l) the group of bijective boolean homomorphisms from 2 to itself.

Remark 1.12. In particular, for any Boolean algebra I, for all A in 21 we have A+ A = 0,
in other words any element is equal to its additive inverse element. (Indeed we have A + A =
(A+A? = (A+A) x (A+A) = A2+ A2 + A2+ A2 = A+ A+ A+ A) In particular, a Boolean
homomorphism from 2( to 28 maps Oy to Og.

Remark 1.13. The most natural example of a Boolean algebra is the algebra of subsets of a
set, equipped with the operations of symmetric difference and intersection (i.e. the law ‘4’ is
‘A’ and the law ‘x’ is ‘1’), and with the (multiplicative) identity being the whole set. In this
case the complement of a set A corresponds to 1o\ A = 19AA, and the union of two sets A and
Bis AUB = 1Q(A((191AA) N (1Q[AB))

Notice that identifying subsets to their characteristic functions taking values in Z/27Z gives a
natural justification of the choice of notations: a Boolean algebra is usually denoted by (2, A, N).

We moreover have the following theorem, justifying the notations (we give it mostly for
culture, as we will not be using it).



Theorem 1.14 ([Fre02, Thm. 311E]). Stone’s theorem, weak version: Let 2l be any Boolean
ring, and let Z be the set of ring homomorphisms from A onto {0,1}. Then we have an injective

ring homomorphism
A — P(2)
a — a={z€Z]za) =1}

If A is a Boolean algebra (a unital Boolean ring), then Q =Z.

Remark 1.15. Stone’s theorem states that it makes sense to consider that Boolean algebras are
fields of sets, a set along with a family of subsets. Stronger versions of the theorem give more
topological information on these Stone spaces, or Stone representations of Boolean algebras, but
they are outside of the scope of this note.

We will be needing the following equivalence about Boolean algebra homomorphisms, the
proof is straightforward and relies solely on the previously defined boolean properties.

Proposition 1.16 ([Ere02, Prop. 312H]). Let A and B be two boolean algebras, and f : A — B
be a function. Then the following are equivalent:

(1) f is a boolean homomorphism,
(2) VA, B € A, we have f(ANB) = f(A)N f(B) and f(1ly\ A) = 1s \ f(4),
(3) VA, B € A, we have f(AUB) = f(A)U f(B) and f(1ly\ A) = 1s \ f(A),

(4) f(ly) = 1, and YA, B € 2 such that AN B = 0y we have f(AU B) = f(A)U f(B) and
f(A) N f(B) = 0.

Proof. (1) = (4): Immediate.
(4) = (3): Consider A, B in . From (4) we get

f(A) = f(ANB)U f(A\ B),
and similarly for B, which yields

f(AUB) = f(A)U f(B\ A) = f(ANB)U f(A\ B)U f(B\ 4) = f(A) U f(B).

In particular, for B = 19\ A we get f(A)U f(1a\ A) = f(ly) = 1y, and f(A)N f(1g\ A) = O,
so by intersecting with 1g \ f(A), we get f(1g \ A) = 1o \ f(A), hence (3).
(3) = (2): For any A, B in 2 we have

FANB) = f(la\ (1a\ A) U (1a\ B))) = 1\ (1 \ f(A)) U (1 \ f(B))) = f(A) N f(B).
(2) = (1): For any A, B in 2 we have
f(AAB) = f((Ta \ ((1a \ A) N (1 \ B))) N (T \ (AN B)))
= (1 \ (I \ f(A) N (I \ f(B))) N (1 \ (F(A) N f(B)))) = f(A)AF(B),

and finally we also have f(ly) = f(1y\Oy) = 1o\ f(Oy) = 1 \ O = 1l (because any element
is its own A-inverse), so f is a boolean homomorphism, hence the implication. ]

A Boolean algebra (or a field of sets) comes naturally with an order structure. We define
order-completeness, or Dedekind-completeness.



Definition 1.17. Seeing a Boolean algebra 2 as a field of sets, we can define a natural order C
by setting A C B iff AN B = A. This makes (2, C) a partially ordered set (poset), with least
element Oy and greatest element 1g. Setting sup{A, B} := AU B and inf{A, B} := AN B makes
it a lattice.

Remark 1.18. We have to take care when extending the notions of supremum and infimum
to infinite families. For instance, in the measure algebra of a a standard probability space (in
particular it is non-atomic!) the uncountable union of all points is equal to the whole space. In
the measure algebra, each point corresponds to 0, but the whole space is 1. In other words, an
uncountable union does not correspond to a satisfying notion of supremum. We will see how to
correctly define those notions in Section

Remark 1.19 (|Ere02, Prop. 313La|). Any element of Aut(2l) is order-preserving.

Definition 1.20. Any poset P is Dedekind-complete if any non-empty subset of P with an
upper-bound admits a least upper-bound (a supremum).

Definition 1.21. Let 2 be a Boolean algebra, and 7" an element of Aut(2(). We say that A € 2
supports T if T'(B) = B for any B C 1o\ A. If supp T :=inf {A € 2 | A supports T'} is defined,
we call it the support of T

Proposition 1.22 ([Ere02, Cor. 381F|). If 2 is Dedekind-complete, every element of Aut(2)
has a support.

Definition 1.23. A subgroup G of Aut(2() has many involutions if for every non-zero A € 2
there exists an non-trivial involution V' in G such that supp V' C A.

2 Why Fremlin’s theorem generalizes Dye’s theorem

We say that two measures p and v on a standard space X are equivalent if they are both
absolutely continuous with regards to the other one (equivalently, they have the same null and
conull sets), and denote by [u] the measure class of p, containing all measures equivalent to
w. Recall that if A is a o-finite measure on X, there always exists a probability measure u € [)].
The non-singular setting is the adequate one for stating Fremlin’s theorem for measure algebras.

Definition 2.1. Let (X, i) be a standard probability space. We call non-singular, or measure
class-preserving, a bimeasurable bijection that preserves the measure class, and denote by
Aut(X, [p]) the group of all non-singular bijections from X to itself, identified up to measure
zero. We define on Aut(X, [u]) the weak topology 7, in the following way: (T;,) T,-converges to
T if and only if for all Borel subsets of X one has u(7,(A)AT(A)) — 0 and

H d(Tnsp)  d(Tip)

du du

— 0.
1

Proposition 2.2 ([IT65]). The group (Aut(X,[u]), 7w) is a Polish group.

Remark 2.3. The definitions of full groups and of ergodicity given in Section [I] extend to
subgroups of Aut(X, [i]) without any issue.

The first important step is to establish the link between the conjugations obtained in the
different statements of the theorem. As it is stated in Theorem the isomorphism obtained
is an isomorphism of Boolean algebras. As such, it preserves the neutral elements for both A



and N. This is equivalent to saying (for measure algebras) that it is a non-singular bijection of
the underlying measure spaces. In other words, for 2 = MAlg(X, i), we have

Aut() = Aut(X, [p]).

Indeed, the class of a non-singular bijection clearly yields an automorphism of the boolean
algebra, and conversely a boolean isomorphism yields the class of non-singular bijection. If
a genuine function acting on the points (up to null sets) is needed, we will need to use the
separability of the measure algebra (see Section . This is the next proposition.

The notion of atom of a measure algebra is convenient, and as such it is recalled.

Definition 2.4. An atom in a boolean algebra 2{ is a non-zero element A € 2 such that the only
elements C-smaller than A are Oy and A itself. Do note that for measure algebras it corresponds
to the usual measure-theoretic notion of atoms (see [Fre02, Thm. 322B]).

Proposition 2.5 ([LM14, Thm. A.14, Cor. A.15]). Let (X, pu) and (Y,v) be two standard prob-
ability spaces.

e Any boolean homomorphism ® : MAlg(Y,v) — MAlg(X, u) yields a Borel non-singular
application ¢ : (X, u) — (Y,v) that is unique up to null sets.

o [f ®: MAlg(X,u) — MAlg(Y,v) is an isomorphism, there exist two conull Borel subsets
A and B of X and Y respectively and a non-singular bijection 1 : A — B that is unique
up to null sets.

Proof. We start by fixing dy a compatible complete bounded metric on Y that induces its Borel
structure. We consider the space LO(X, u,Y) of measurable functions from X to Y, up to
equality on p-null sets, equipped with the metric defined by

doo(f,9) = es8 Sup dy (f(z),9(x)),

which is complete since dy is. Let now (A,,) be a sequence of reprensentatives of a dense sequence
in MAlg(X, i), which is separable by Proposition Since Y is separable in particular it is
Lindel6f so we can consider a sequence (yg) such that Y = UpB(yg,27") for each n € N. By
induction we then define for any n € N:

Py = Po1 A (B(Yk, 27"))ken A {An},

the algebra (not o-algebral) generated by P,_1, (B(yk,27"))ken, {An}. The sequence (P,) is
an increasing sequence of countable and atomic sub-algebras of B(Y'), such that each atom of
P, has diameter less than 27" and A,, € P, for any n.

We can now define the desired function as a limit in L°(X, i1, Y). For each n € N and each
atom A € P,, we choose y4 € A and define ¢, € LO(X, 1, Y) by setting ¢, (z) = ya if and only
if z € ®(A). By construction, (¢,) is Cauchy for do,, we denote by ¢ its limit. By density of
the classes of the A,, in MAlg(Y,v), ¢ lifts to ®, and any other such lift also has to be the limit
of the ¢y, so it is equal to ¢ up to a null set.

We now prove the second part of the statement. We apply the previous point to ® and &1,
yielding two Borel non-singular applications ¢’ : Y — X and ¢ : X — Y. By uniqueness up
to null sets and since @O~ = idy, Alg(v,y) and o lo = idpalg(x,u), We have two conull Borel
subsets A and B of X and Y respectively, such that (p o ¢');p = idp and (¢’ 0 p)ja = ida.
Setting ¢ = ¢ concludes the proof, as the uniqueness is a direct consequence of the first part. [



The version of the theorem that we will actually prove can be seen as a corollary of the most
general version of Fremlin’s theorem. The statement is the following:

Theorem 2.6. Let (X, p) be a standard probability space and G and H be two subgroups of
Aut(X, [p]) with many involutions. Then any isomorphism between G and H is the conjugation
by some non-singular bijection. In other words, for any group isomorphism v : G — H , there
exists S in Aut(X, [u]) such that for all T € G, we have

Y(T) = STS™ .

There are three things that we need to prove. Firstly, that measure algebras are Dedekind-
complete (we provide two proofs), then that ergodic full groups have many involutions, and
finally that for the case of a probability measure u, the non-singular bijection S is in fact
measure-preserving ([Fre02, Cor. 383K]).

The third verification is actually very easy (see e.g. [LM14, Rem. 1.28]), and we give a more
general argument that is interesting in its own right, especially for anyone considering infinite
measures.

Proposition 2.7. Let (X,\) be a standard o-finite space. If G is an ergodic subgroup of
Aut(X, ), any non-singular bijection S of (X, ) that verifies SGS™! < Aut(X, \) preserves A
up to multiplication by a positive scalar: there exists k € Ry such that S;A =k x .

Proof. Start by noticing that (ST'S _1) preserves S, A, for any T in G. Indeed, as T preserves A,
we have
(STS’l)*S*)\ =S, 7.5 1,5\
=S, T\
= S\

As S is non-singular, by Radon-Nikodym’s theorem there exists a Borel function f : X — R4
such that for any Borel subset A we have

A(S™1(4)) = /A FdA

We will show that f is actually essentially constant. Let U = ST'S™! be an element of
SGS~!. For any Borel subset A of X we have

Un(S:A)(A) = A(S~H(U'A))

- / f(@)dA(z)
U-1A

- / FULz)dA(x),
A

as U = STS~! preserves ), because U € SGS~! < Aut(X,\) by assumption. This means
that the Radon-Nikodym derivative of U,(S,\) is f o U~!. We previously proved that this
pushforward measure U, (S,\) = (STS_l)*S*)\ is equal to S\, so by uniqueness f = f o U1,
up to a null set. As this is valid for any U in SGS~!, which is ergodic, then this means that f
is essentially constant. Indeed, take a set of the form A, = {x € X | f(x) < ¢}. It is invariant
by SGS~!, and is therefore null or conull since S is non-singular. The only possibility for f is
to be constant, up to a null set. ]



In particular, taking A to be a finite measure, as S, A = k X A gives the same measure to the
whole space, it implies that £ = 1, and thus that S is actually measure-preserving.

2.1 Dedekind-completeness of measure algebras

We saw in the definition of Boolean algebras that notions of infimum and supremum exist for
finite families. As it is often the case with measure theory, it is easy to extend it to countable
families (what is sometimes called Dedekind o-completeness), but here the existence of infimum
and supremum for arbitrary families is required.

In the first proof we also obtain Dedekind-completeness for MAlg(X,\) in the standard
o-finite context. The second proof establishes and makes use of the separability and metric-
completeness of MAlg(X, i) in the standard probability context, which is enough for our needs.

2.1.1 Proof by essential supremum

Definition 2.8 ([Ere03, Def. 211G|). We say that a measure space (X, 3, i) is localizable if
it satisfies the following two properties.

e (X,X, ) is semi-finite, i.e. for any E € ¥ such that pu(F) = 400, there exists F' € &
such that /" C F and 0 < p(F) < 400;

e For any (non necessarily countable!) family £ C ¥ there exists an essential supremum
H of £, that is to say a measurable subset such that:
(i) forany E € E,(E\ H) =0
(i) if G € ¥ is such that u(E \ G) =0 for any E € £ then u(H \ G) = 0.
Proposition 2.9 (|Fre03, Thm. 211Ld|). A standard o-finite space is localizable.

Proof. Let (X,B(X), \) be a standard o-finite space. As it is standard, it is semi-finite.
By o-finiteness, write X = | |, oy Xz, with A(X}) finite for any k. Fix £ C B(X), and define
F={FeB(X)|VE € &NFNE) =0}.

First note that F is stable by countable union. For any k in N, define v = sup{A\(F N X}) |
F € F} €[0,\(Xy)], and choose a sequence (F¥),cy in F such that lim, A(F¥ N X},) = v,. We
now define the following sets:

Fk = UnENFAC?
Fi= le;eNFkﬂXm
H=X\F.

We have that F'N X, = F*¥N X}, for any k, and all the F* and F are in F by stability. We have
to prove that H is the essential supremum of &.

(i) Fix E € & We have A\(E\ H) = >, MEN(FNXy) =Y. AMEN(FFN X)) =0 by
definition of F and the fact that Fj € F.

(ii) Fix G € B(X) such that A(F'\ G) = 0 for any E € £ We have that X \ G and
F' = FU(X \ G) are both in F. Notice already that F C F" and F'\ F = H \ G. For any k
we have the following:

AMF'N Xg) < by definition of ~y,
ME N Xg) = AMFF N Xg) = lim, A(FF N X)) = v by definition of F*.

This ensures that for any k, A\(F N Xj) = A(F' N Xk), and since A(X}) is finite, this yields that
AM(F"\ F) N X}) = 0. By summing over k, we have A(F'\ F) = \(H \ G) = 0, which concludes
the proof. O



Proposition 2.10 ([Fre02, Thm. 322Be|). The measure algebra MAlg(X, ) of a localizable
standard measure space (X, %, p) is Dedekind-complete as a Boolean algebra.

Proof. To differentiate the class (in 2l = MAlg(X, u)) of a measurable subset from the subset
itself, we will denote the class of A by A. We fix £ C ¥ and remark the following:

u(E\ F) =0 (for any FE in &)
— E\ F =0y (for any E in &)
<:>ﬁisanupperboundofg:: {E|E€8}

Denote by H the essential supremum of £. We now prove thatNﬁ is the supremum of £ in 2.
We set Fi={FeX|u(E\F)=0VE €&}, and notice that F is the set of upper bounds of
&. Therefore, (H is an essential supremum of &) <= (H € F and H is a lower bound of F)

< (H =supé). O

2.1.2 Proof by completeness of MAlg(X, u)

This proof is from Le Maitre, and is available in their PhD manuscript [LM14, Annexe A].

Proposition 2.11 ([LM14} Prop. A.4(iii)| or [LM14, Lem. 2.1]). Let (X, u) be a standard prob-
ability space. The metric space (MAlg(X, u),dx ) is complete and separable.

Proof. Let’s start with separability. As (X, p) is standard it is isomorphic to ([0, 1], Leb), and
therefore finite unions of rational endpoints intervals are dense in MAlg(X, p).

Now for completeness, we let (A,) be a dx ,-Cauchy sequence of Borel subsets (identified
up to null sets). Passing to a subsequence if necessary, we may assume that dx ,(A4,, Apt1) =
w(ARAA, 1) < 27™ for any n. The Borel-Cantelli Lemma ensures us that

B={zeX|3IN,Vn>N:x¢ A,AA,1}

is conull. Define then
A={zxe X |3aIN,Vn=>N:zx € A,}.

If x € B\ A, then there exists N big enough such that for any n > N : = ¢ A, (indeed, if
x is not in A, there exists infinitely many A, that do not contain x, but if there also existed
infinitely many A,, containing x, that would contradict the fact that z is in B). This is enough to
conclude, as we then have AAAN C U@ N AnAA, 11, and since the measure of Un> N ARAA, 1
tends to zero, dx (A, An) also tends to zero. O

We then have the following Proposition, ensuring the existence of supremums of arbitrary
family of elements in a measure algebra.

Proposition 2.12 (JLM14, Lem. A.5, Prop. A.6]). Consider (X, u) a standard probability space,
and MAlg(X, n) the associated measure algebra.

(1) Any upwards directed family of elements of MAlg(X, ) admits a supremum, which is
obtained as the limit of an increasing sequence of elements of the family.

(2) Any family of elements of MAlg(X, u) admits a supremum, which is obtained as the limit
of an increasing sequence of finite reunions of elements of the family.



Proof. (1). Let us start by assuming that F is an upwards directed family of elements of
MAIlg(X, ), in other words for any A, B in F there exists C' in F such that A C C and B C C.

Let M = supycr u(A) and fix (A,) a sequence of elements of F with p(A,) converging
to M. As F is upwards directed, by induction we can find B, € F such that A, C B, and
B,,—1 C B, which gives us an increasing sequence in F satisfying u(B,) — M. We prove that
it is a Cauchy sequence.

Let ¢ > 0 and let N € N be such that any n > N satisfies u(B,,) > M — e. Then for any
n>m>= N, dx ,(Bn, Bm) = i(BnABp) = (B \ Bn) = n(Bpn) — (1(Bm) < €. Therefore (By,)
is a Cauchy sequence in (MAlg(X, 1), dx,,) which is complete by the previous proposition, and
its limit is sup F. In particular p(sup F) = sup g 7 p1(A).

(2). We now assume that F is any family of elements of MAlg(X, ). Denote by G the
family of finite reunions of elements of F. It is upwards directed, and therefore by (1) it admits
a supremum sup G, which is also the supremum of F. ]

Remark 2.13. If a family of elements of MAlg(X, i) is stable by countable union (in particular
it is upwards directed), the supremum of the family is actually a maximum, which means that
it is an element of the family.

Remark 2.14. Of course, by taking complements, everything we said in this section remains
true for infimum and minimum, with intersections rather than reunions.

2.2 Supports and separators

The goal of this section is to get to the existence of separators, but our first order of business is
to link the notion of support defined in Section [1| to the more ‘usual’ one used for bijections. We
then chose to write the rest of section in the setting of general Borel bijections when possible,
without any measure involved. Indeed, the proofs are quite elegant and not much more difficult.
It is indeed also possible to express all of the following in the language of Boolean algebras, and
we refer the interested reader to [Fre02, 382].

Definition 2.15. For a Borel bijection 1" of a standard Borel space X, The support of T is
defined as suppT = {z € X | T'(z) # x}. For a non-singular bijection of a standard measure
space, the support of T is defined similarly, but up to measure zero. It is straightforward to see
that for two bijections S and T', we have supp(ST'S~!) = S(supp 7).

The following is very useful. Like the authors, we adopt the convention that a partition can
contain multiple times the empty set, and we thank Corentin Correia for simplifying the proof.

Lemma 2.16 (JEG16l Lem. 5.1]). Let T be a Borel bijection of a standard Borel space X. Then
there exists a Borel partition (A)ren of supp T’ such that for any k, Ay is disjoint from T(Ay).

Proof. Let C be a countable separating set, i.e. for any x # y in X, there exists C' € C such
that x € C but y ¢ C (on the real line, one can think of intervals with rational endpoints for
example). Define now B:= {CNT (X \C)|C € C}.

Fix now z in suppT. As C separates points, there exists C' € C such that z € C but
T(z) ¢ C, which means that + € C N T~Y(X \ C). Therefore, there exists B € B such that
x € B, and B covers supp 7.

Moreover if B € B, there exists C' € C such that B = CNT X \ C) C C, so we have
T(B)=T(C)Nn(X\C)C X\C. In particular B is disjoint from 7T'(B).

We conclude by defining the desired partition by setting Ay, := By \ ;. Bi, where (By,) is
an enumeration of 5. O
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Lemma 2.17. Let T be a boolean automorphism of MAlg(X, u). We have that supp T (in the
sense of Definition is equal to the class of {x € X | T(x) # x} in MAlg(X, u).

Proof. In this proof we identify Borel subsets of X with their class in MAlg(X, ). We set
T :={A e MAlg(X,u) | T(B) = B for any B C X \ A}. By definition, we have supp T = inf T,
and {v € X | T(z) #2} € T,sosuppT C{z € X | T'(z) # =}.

For the converse inclusion, we first claim that {v € X | T'(z) #2} C A for any A € T.
Indeed, assume it is not the case (for a fixed A € T') and consider § # C C {z € X | T(z) # x}\
A, such that, in particular, any subset of C'is equal to its image by 7. By Lemma [2.16] we write
{r e X |T(z) # x} = | | Ax with A disjoint from T'(Ay) for any k, and define By := C' N Ay.
We must have that T'(By) and By are disjoint, but by assumption T'(By) = By, since By C C.
At least one of the By has to be nonempty, since C is nonempty, providing the contradiction.
Notice now that 7T is stable by countable intersection, so supp7 € 7 by Remark The
proof is then over. O

The previous lemma links the terminology used in the definition given at the beginning of
the section, which corresponds to the "usual" notion of support, with the one from Section|l] In
other words, the ‘support’ of a automorphism of a measure algebra (seen as a Boolean algebra)
corresponds to the ‘support’ of that automorphism seen as a Borel bijection of the underlying
space. We can now give the following two lemmas, before getting to separators.

Lemma 2.18. Let T be a Borel bijection of a standard Borel space X and consider a Borel
subset A C X. The following are equivalent:

(i) suppT C A;
(i) BNT(B)=0 = B C A;
(ii)) D A BC X\ A = BNT(B)#0.

In particular, if A does not support T, there exists a non-empty Borel subset B C X \ A such
that BNT(B) = 0.

Proof. (i) = (ii): Let B be such that BNT(B) = 0. We have (B\ A)NB CT(B\A)NB C
T(B)NB=10,s0 B C A.

(i) = (i) is immediate.

(iii)) = (i): Assume suppT ¢ A. This means that there exists ) # C C suppT \ A such
that T(C) # C. As T is a bijection, ) # B = C\T(C) C C C X \ A satisfies T(B) N B C
T(C)\ T(C) = (), which concludes the proof. O

The following measure-theoretic reformulation of Lemma [2.18] is used widely, so we state it
plainly.

Lemma 2.19. let T be an element of Aut(X,[\]), and let D C X be non-trivial. The following
are equivalent:

(i) suppT & D;
(i) Tix\p # idx\p;
(111) There exists C C X \ D such that C # () and CNT(C)

0.

Lemma 2.20. Let T be a Borel bijection of a standard Borel space X. There exists a Borel
subset A of supp T, such that suppT = A L (T(A) U Tfl(A)).
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Proof. Using Lemma we write supp T = | |, .y Bn, where (By,) is a partition of X, and for
all n € N, T(B,,) is disjoint from B,,.

We now inductively define a sequence (A4,,) of Borel subsets of supp 7" as follows. Fix Ay = By,
and let A;11 be defined by

Aip1 = Bit1 )\ |_| T(4;) U |_| T71(4)

j<i j<i
We conclude the proof by noticing that A = | ], A, is suitable. Indeed, for any i we have
Az N <|_|j<iT(Aj)> =0 and A;x1 N <|_|j<i T_I(Aj)> = () so A is disjoint from both T'(A) and

T~1(A). Finally we have suppT = AUT(A)UT(A), as any = € supp T \ A is either in T'(A)
or in T~1(A). O

Remark 2.21. The set A in the statement of Lemma is sometimes called a separator for
the bijection T (see [Fre02, 382|).

The following definition is fundamental, and exchanging involutions play a crucial role in the
proof, as they encapsulate most of "the information of an ergodic full group", in a way.

Definition 2.22. Let V' be a Borel bijection of X and A, B be disjoint, such that V(A) = B.
Denote by V4 g the Borel involution defined by

Va,(C) = V(C) for any Borel subset C C A,
Vap(C) = V~=YC) for any Borel subset C' C B,
Vap =idx on X \ (AU B).

We call V4 p the (A, B)-exchanging involution associated with V' and sending A to B.
In particular suppVa p = AU B.

In fact, every non-singular bijection of a standard measure space is an exchanging involution:

Proposition 2.23 ([Fre02, Cor. 382F|). Let V' be an involution in Aut(X, [\]). Then there exists
two disjoint Borel subsets A and B such that V' =V g is an (A, B)-exchanging involution.

Proof. Let V be an involution. By Lemma there exists a Borel subset A such that suppV =
AU(V(A)UV~L(A)). However V is an involution, therefore AL(V (A)UV~1(A)) = AUV (A4). O

2.3 Ergodic full groups have many involutions

As stated before, having many involutions is a property for subgroups of Aut(X, [u]), which is
in particular satisfied by ergodic full groups. We give a direct proof of this fact, by actually
proving something stronger: ergodic full groups have involutions with support equal to any Borel
subset, not just included in them. In a second time, we recall the original statement of Dye in
the context of type II groups, and after giving as few definitions as possible, we explain why
this version of the theorem implies the first version of Dye’s, while still being under the yoke of
Fremlin’s.

2.3.1 Strong version of having strongly many involutions

In this section, we actually prove something stronger than the fact that ergodic full groups have
many involutions. The proof in the measure-preserving context is from [KLMI5, Lem. 7.10] but
stands only for countable groups. To extend it we use Proposition and prove what we need
for a dense countable subgroup.
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Proposition 2.24. Let G < Aut(X, [u]) be an ergodic subgroup, and let I' be a countable T,-
dense subgroup of G. Then I is ergodic.

Proof. For any A in MAlg(X, i), the application T' € Aut(X, \) — p(T(A)AA) is continuous.
Therefore if (7,) converges weakly to an element 7" in Aut(X, \), for any A in MAlg(X, u) we
have p(yn(A)AA) — u(T(A)AA). The result follows from ergodicity of G. O

The notion of pseudo-full group is adequate and allows us to give a somewhat precise de-
scription of the involutions we define.

Definition 2.25. Let G be a subgroup of Aut(X, [u]).

(1) Let A and B be two Borel subsets of X. Saying that ¢ : A — B is a partial isomorphism
of G means that there exists a partition (A, ),en of A, a partition (B )nen of B, and a
sequence (75, )nen of elements of G such that Ty, (Ay,) = By, and Typpa, = @14, for every n
in N. The domain of ¢ is dom(¢) = A and its range is rng(¢) = B, up to null sets.

(2) The set of all partial isomorphisms of G is called the pseudo-full group of G, and is
denoted by [[G]].

Proposition 2.26. Let G be an ergodic subgroup of Aut(X,[u]). If there exists a finite or
infinite o-finite measure \ in [p] which is preserved by G, then for any two Borel subsets A
and B of X such that \(A) = X(B), there exists a partial automorphism ¢ in [[G]] such that
dom(¢) = A and rng(¢) = B (up to null sets).

Proof. The proof is roughly the same as the proof of Lemma 7.10 of [KLM15|, which is stated
in the countable case, but easily adapts to our case by considering a countable dense subgroup.

Since G is a subgroup of Aut(X, [u]), it is naturally endowed with the weak topology, which
is separable thanks to Proposition . As such, we can consider (7},) a countable dense subset
of G and I = () the countable subgroup generated by (7},). Let A and B first be two Borel
subsets of X, such that 0 < A(A) = A(B) < +00. We recursively define a countable family of
pairwise disjoint subsets A,, of A as follows:

Ag = (’yalB)ﬂA

A - (m (B\ i vam)) N <A\ ] Am) |

m<n m<n

The set A, represents the elements sent by 7, to B, after removing the elements previously
sent. Now set A" = | |, .y Ap and B’ = | |, .y nAn, and let ¢ : A” — B’ be the Borel application
that sends x € A;, to y,(x) € v, A,. By definition, ¢ is a partial isomorphism between A’ and
B’. In particular, A(dom(¢)) = A(rng(¢)).

Let us now suppose that either A(A \ dom(¢)) > 0 or \(B \ rng(¢)) > 0. As A and B have
finite measure, we have A(A \ dom(¢)) = A(B \ rng(¢)) > 0. Define B = Unen (A \ dom(¢)),
and notice that B is non null and invariant under the action of T Ergodicity and the fact that
T is dense in G ensure that B is conull, by Proposition m This coupled with the fact that
A(B \ rng(¢)) > 0 implies that there exists an integer n such that

A ((B\ mg(6)) () (A dom())) > 0.

We define ng as the smallest such integer. As the action is measure-preserving, we then have
A (9 (B \ 1mg(9)) () (A\ dom(g))) > 0.
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Notice now that (B \ rng(¢)) C (B\ |_| ’ymAm> and (A \ dom(¢)) C (A\ |_| Am>,

m<no—1 m<no—1

which means that (ygol(B \ rng(¢)) m (A\ dom(gb))) is contained in A,,, by construction, and

thus it is contained in dom(¢). This is the contradiction we sought, as this set has positive
measure and is contained both in dom(¢) and in A\ dom(¢).

Now if A(A) = A(B) = 400, observe that (A4, A\;4) and (B, A\;g) are both standard o-finite
spaces. It is then possible to write A = | |A4; and B = | | B;, with A(4;) = A(B;) < +oo for
every ¢ in N. The previous argument gives us a sequence (¢;) of partial isomorphisms with
domains (A;) and ranges (B;). The partial isomorphism defined on A by ¢4, = ¢; is in [[G]] by
construction, and is suitable. O

Corollary 2.27. Let G < Aut(X, [u]) be an ergodic full group. If there exists a finite or infinite
o-finite measure X in [p] that is preserved by G, then for any Borel subsets A and B of X such
that A(A\ B) = \(B\ A), there exists an involution V in G such that V(A) = B, and such that
V' is the identity on X \ (AAB). In particular, G has many involutions.

Proof. Proposition yields a partial isomorphism ¢ such that dom(¢) = A\ B and rng(¢) =
B\ A, up to null sets. We define

¢ onA\B
V=< ¢! onB\A
idx on X\ (AAB).

which is in G and is suitable. O

The proof in the type III context (when no o-finite measure is preserved) is a bit different, and
can be found for instance in [KLM15]. Once again it stands for countable groups (or equivalently
countable Borel equivalence relations, see e.g. [KLMI15, Prop. 8.1]), and we extend it without
complications thanks to Proposition 2.:24] We briefly recall the necessary background, starting
with a key result of Hajian and Ito regarding weakly invariant sets.

Definition 2.28 ([HI69]). Let G < Aut(X, [u]) be any group. A Borel subset W C X is said
to be weakly wandering under G if there exists an infinite countable subset I C G such that

pTW)NT'(W)) =0
for any T'# T" in 1.
Theorem 2.29 (JHI69, Thm. 1]). Let G < Aut(X, [u]) be a group. The following are equivalent:
(1) there exists a finite measure in [p| that is invariant under G;
(2) there does not exist any non-null Borel set that is weakly wandering under G.

Notice that the direct implication is immediate. The converse is very far from immediate.
The following theorem is a classical result of descriptive set theory. We do not provide a
proof.

Theorem 2.30 (The Borel Schroder-Bernstein Theorem, see [Kec95, Thm. 15.7]). Let X and
Y be standard Borel spaces, and f : X =Y, g:Y — X be two Borel injections. Then there
exist Borel subsets A C X and B CY such that f(A) =Y \ B and g(B) = X \ A. In particular
X and Y are isomorphic as Borel spaces.
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The following two proofs originally use the language of countable Borel equivalence relations,
we rephrase them purely in terms of actions of (countable) groups.

Lemma 2.31 ([KLMI15, Lem. 12]). Let G < Aut(X, [u]) be an ergodic full group. If there does
not exist any finite or o-finite measure in [u| that is preserved by G, then for any non-null Borel
subset B C X, the group Gp = {g € G | suppg C B} also does not admit any finite or o-finite
measure in [j;g] which is preserved by Gp.

Proof. We start with an argument similar to the one used in Proposition (recall if necessary
that Aut(X, [¢]) is Polish thanks to Proposition [2.2)). As such, we let I' = (v,) be an ergodic
countable subgroup of G, which is 7,,-dense.

We define (A,) inductively by setting

Ag=(7'B)N(X\B)

m<n

By ergodicity, the I'-saturation of LA, is conull (it can’t be null as that would mean that B is
I-invariant), and therefore (A,,) is a partition of X \ B such that 7, A, C B for any n € N.

By contraposition, assume that vp € [u;p] is a o-finite measure on B that is preserved by
Gp. We extend v to the whole space by setting

v(A) =vp(ANB)+ > va(ym(A. N A))
neN

for any Borel subset A C X. By construction, v is a o-finite measure in [p].
It then remains to show that it is G-invariant. To this end, we first show that

G =[G U (Ynja,)lD

where (7n14,) is a sequence of partial isomorphisms and [-]p denotes the closure under the
operation of cutting and pasting. Indeed, let g be in G and fix n and m (not necessarily
distinct):

if Cy == BN g '(B), notice that g;c, € [[Gg]],

if C% :== Bng '(A,), notice that (y,9) 1oy € [[Ggl],

if C% == A, N g~ Y(B), notice that (g’ygl)wn(;; € [[Gg]]

if )™ = A, Ng ' (Ap), notice that (%ner:l)wan’m € [[Gg]]-

Note that, while they are not necessarily distinct, the countable collection of those sets covers X.
It then remains to notice that vp (a measure on B) is preserved by [[Gp]] while vg(v,(A,N-)) (a
measure on Ay ) is preserved by [[(Vn14,)]]. The proof is now over, as BLI| |, Ay is a partition
of X, and v is thus (piecewise)-preserved by G, a contradiction. ]

Proposition 2.32 ([KLMI5| Prop. 11]). Let G < Aut(X, [u]) be an ergodic full group. If there
does not exist any finite or o-finite measure in [u] that is preserved by G, then for any two non-
null Borel subsets A and B of X there exists ¢ € [[G]] such that dom(¢) = A and rng(¢) = B
(up to null sets).

Proof. Consider the following notation. For any two non-null Borel subsets A, B C X we will
write A <g B if there exists ¢ € [[G]] such that dom(¢) = A and rng(¢) C B.
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We start by using Theorem [2.30] to reduce the problem: if ¢ witnesses A <g B and
2 witnesses B <g A, then there exist two Borel subsets A” C A and B’ C B such that
01(A’") = B\ B' and po(B’) = A\ A'. By cutting and pasting we can then find ¢ € [[G]] with
dom(¢) = A and rng(¢) = B. Therefore, by symmetry it is enough to prove that A <g B for
any two non-null Borel subsets.

We now consider the group Gg = {T' € G | supp T C B}, which does not admit any preserved
finite or o-finite measure in [1p] by Lemma [2.31] By Theorem we find a non-null subset
W C B and a sequence (T)ken of elements of Gp such that the sets Ty(W) and Ty (W) are
disjoint (and non-null) whenever k # &’

Again, consider I" = (,,) a countable ergodic subgroup that is 7,-dense in G. By ergodicity
of G, and therefore of I' by Proposition [2.24] we can use once again the argument used in the
proof of Lemma @ This yields a partition (Ay) of A, such that Ay <y W (and therefore
A <g W) for any k, denote by 1y the corresponding partial isomorphism. But now recall
that W is sent to T (W) by T}, for any k. This means that for any k, one has Ay <g Tx (W),
witnessed by ¢ = Tjrng(y,) ¥k, @ partial isomorphism satisfying

mg(dx) = Tk (rng(vx)) € Ti(W).

By disjointness of the (A) in A and of the gx(W) in a non-null subset of W, by cutting and
pasting we get A <g B. O

With Proposition [2.32] it is immediate to establish that type III ergodic full groups of
Aut(X, [¢]) have "strongly" many involutions.

Corollary 2.33. Let G < Aut(X, [u]) be an ergodic full group. If there does not exist any
finite or o-finite measure in [p] that is preserved by G, then for any two non-null Borel subsets
A and B such that u(A\ B) > 0 and p(B\ A) > 0, there exists an involution V in G such
that V(A) = B, and such that V is the identity on X \ (AAB). In particular, G has many

mvolutions.

Proof. Proposition yields a partial isomorphism ¢ such that dom(¢) = A\ B and rng(¢) =
B\ A, up to null sets. We define

0] on A\ B
V=< ¢!t onB\A
idy on X\ (AAB).

which is in G and is suitable. O

As stated earlier, we proved a "strong version of having many involutions", namely that
ergodic full groups contain involutions with supports equal to any Borel subset, and not just
included in it. Without any mention of ergodicity, Fremlin actually proved that for a full group,
the weak and strong versions of having many involutions are equivalent. His statement is once
again in the general language of Boolean algebras, but we give the non-singular version, without
the proof.

Theorem 2.34 (|[Ere02, Thm. 382Q)). Let G < Aut(X, [¢]) be a full group with many involu-
tions. Then for any subset A C X of positive measure, there exists an involution U € G with
suppU = A.
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2.3.2 Dye’s original statement

The statement of Theorem [I.1]is given in its simplest form for people interested in ergodic the-
ory, and more specifically in ergodic full groups. However, in [Dye63|, the author works with
type 11 full groups, which is a condition equivalent (for full groups!) to having many involutions.
We give this general statement, with no mention of ergodicity (in particular, even working with
full groups of measure-preserving bijections, the conjugation obtained is only non-singular, since
Proposition crucially uses ergodicity).

The adequate language to talk about type II full groups is the language of relative atoms
in the measure algebras. We chose to remain concise on this subject matter, and to give only
the necessary proofs for our needs with the reconstruction theorem(s). In particular, we do not
define type I. We refer the interested reader to [LM14, Sec. 1.4].

Definition 2.35. Let N be a closed subalgebra of M := MAlg(X, ). We say that:

e ) # A€ M is an atom relatively to N if for all B C A there exists C' € N such that
B=AnNC,

e N is of type II if M does not have any atoms relatively to IV;

e a full group G < Aut(X, [p]) is of type II if the algebra Mg of G-invariant elements of
M is of type I

Theorem 2.36 (|[Dye63, Thm. 2|). Let G and H be two full groups of type 11 on a standard
probability space (X, p). Then any isomorphism between G and H is the conjugation by some

non-singular bijection. In other words, for any group isomorphism 1 : G — H , there exists S
in Aut(X, [p]) such that for all T € G, we have

Y(T) = STS™ .

For an ergodic (full) group G, the algebra Mg of G-invariant elements of MAlg(X, 1) is equal
to {0, X}, so an atom relatively to Mg is just an atom. In particular, Mg is of type II, and thus
G is also of type II. It remains to show that being of type II implies having many involutions.
It happens to be an equivalence. The following proof uses some notions of countable Borel
equivalence relations, and we refer to [LM14] or to [KLM15| for more on this subject.

Proposition 2.37. Let (X, pu) be a standard probability space and G < Aut(X, [u]) be a full
group. The following are equivalent:

(1) G is of type 11;
(2) G has many involutions;

(3) for any weakly-dense countable subgroup I' < G, for any Borel subset A C X, Rrja does not
admit a Borel fundamental domain.

Proof. The first thing to take note of is that, Aut(X, [1]) being Polish (Proposition [2.2)), we can
consider a countable 7,-dense subgroup I' < G. We fix such a subgroup I', and immediately
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have Mg C Mrp. The converse inclusion directly follows from density, and thus Mg = Mr.

We will not prove the implication (3) = (1). It is done in [LMI4] Prop. 1.44] and stated
in the probability-measure-preserving context, but generalises to the non-singular one.

(1) = (3): By contraposition, assume that there exists a non-trivial Borel subset A C X
such that Rrj4 admits a Borel fundamental domain D. Let C' be a non-trivial Borel subset
of D, we have I'-sat(C') € Mr, where I'-sat(C) is the I'-saturation of C, and I'-sat(C) exists
by Proposition (for more on this see [LM14, Prop. 1.8|). Therefore, by virtue of D being
a fundamental domain we have C' = I'-sat(C) N D, so D is an atom relatively to Mp. Since
Mg = Mr, G is not of type II.

(3) = (2): Consider a non-trivial A C X. We know that the restriction of Rr to any
Borel subset does not admit a Borel fundamental domain, therefore {x € A |I' -2 N A is finite}
is null. Let I' = (v,,) be an enumeration of I'. Denote by N the integer defined by

N :=min{n e N| u({z € A | y(x) # x and y,(x) € A}) > 0},

which exists by the previous argument. This means that there exists a Borel subset B C
suppyn N A Nyt (A) satisfying p(B) > 0 and (B Nyy(B)) = 0. We define a (B, yn(B))-
exchanging involution V' by

V(C) =~vn(C) for any C C B
1

V(C) =y (C) for any C C yn(B)
V(C)=C for any C C X \ (BU~n(B)).

N
N

As G is a full group, the involution V is in G, its support is contained in A, and since A is
arbitrary G has many involutions.

(2) = (3): By contraposition again, assume that there exists a non-trivial Borel subset
A C X such that Rr;4 admits a Borel fundamental domain D. Assume that there exists a
non-trivial involution V' € G with suppV = B U V(B) C D by Proposition 2.23] We have
B =T-sat(B) N D, I'-sat(B) € Mt = Mg, and V(D) = D, so

V(B) =V(I'-sat(B))N V(D) =T-sat(B) N D = B,
a contradiction. O

We then have the following chain of implications with the different versions of the recon-
struction theorem, Fremlin’s version being the "strongest", and the ergodic statement of Dye’s
theorem being the "weakest".

| Theorem [l <= Theorem 236 <= Theorem 2.6 <= Theorem [L10)]

3 A proof of Fremlin’s reconstruction theorem

Before jumping to the proof, we give the following lemma, which is very useful when working
with involutions.

Lemma 3.1 ([Ere02, Lem. 384.A]). Let G be a subgroup of the group of Borel bijections of X
with many involutions. For any non-trivial Borel subset B of X, there exists T € G of order
exactly 4 and such that suppT C B.
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Figure 1: Construction of the bijection of order 4.

Proof. As G has many involutions, there exists an involution U € G such that suppU C B.
By Proposition , there exists A such that suppU = AL U(A). Let V be an involution
in G such that suppV C A. Then, UVU = UVU™! in an involution with support equal to
U(supp V), therefore it commutes with V. This means that UVUV = VUVU is an involution.
Consequently, T'= UV has order 4 (by looking at the supports we see that UV and UVUV are
not trivial, and so UVUV UV isn’t either). t

We now fix all the necessary ingredients: (X, u) is a standard probability space, G and H are
two subgroups of Aut(X, [u]) with many involutions, and ¢ : G — H is a group isomorphism.

As previously stated, the proof is given in a measured context. As such, any equality between
sets is to be understood as an equality in the measure algebra, that is to say an equality up
to a null set. In particular, for two Borel subsets A and B of X, by AN B = () we mean that
w(ANB)=0.

3.1 Linking measure-theoretic properties to algebraic properties

The goal of this section is to describe the support of a fixed involution purely in group-theoretic
terms. Fix a non-trivial involution V' € G. By Proposition Proposition there exists two
disjoint Borel subsets A and B such that V = Vj4 g, which means that suppV = AU B =
AU V(A). The involution V' and these Borel subsets are fixed for the whole section. In the
drawings, we shall imagine V' to be the axial symmetry across the vertical separation of the
support. We will be using the following notations:

Cv = CV)={TeG|TV=VT}
Dy = {involutions in Cy commuting with all their Cy-conjugates}
= {T €Cy | T involution such that VS € Cy : STS™'T =TSTS™ '}
Ey = C(’Dv):{TEGIVSGD\/ST:TS}
Fv = Sq&y)= {T2 | T € gv}
Gy = C(fv):{TGG‘VSE}—\/:ST:TS}.

Here C designates the centralizer in G, and Sq designates the set of squared elements.
These sets already appear in the proof of Eigen’s analogous theorem (see [Eig82]), however

the distinction between the measure-theoretic properties and the group-theoretic properties was
done by Fremlin.
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We begin the study of the various "centralizer/squared"-sets we just defined. Our goal is
Lemma which will be the heart of the construction of the desired conjugation.

Lemma 3.2 (Property of Cy). For any T in Cy, we have T(supp V') = supp V.

Proof. Recall that in general we have T'(supp V') = supp(TVT '), and TVT ! = V since T is
in Cv. O

Definition 3.3. For any Borel subset C of positive measure satisfying V(C') = C, we define the
induced exchanging-involution V¢ by

Ve(D) = V(D) for any D C C
Vo(D) =D for any D C X \ C.

Notice that Vi is the (C'N A, C' N B)-exchanging involution associated with V.

Remark 3.4. If C and D have positive measure and are such that V(C) = C and V(D) = D,
then VoVp = Voap = Vo Ve.

CV
Veap

-ty

Figure 2: Commutativity of induced exchanging-involutions.

Lemma 3.5 (Properties of Dy). We have the following:
(i) For any T in Dy, suppT C suppV = AUl B;
(ii) For any Borel subset C' of positive measure satisfying V(C) = C, Vi is in Dy.

Proof. (i) By contraposition, assume that 7" € Cy is such that supp T € supp V. By Lemma
there exists C' C X \ supp V' of positive measure such that C NT'(C) = (). By Lemma there
exists S of order exactly 4 such that supp S C C.
The bijections S and V' commute, as their supports are disjoint, so S € Cy. Moreover,
S # S1 so there exists a non-trivial D C C such that S(D) # S~Y(D).
We have
CNT(D)=CNnTS (D)=

therefore S and S~ are trivial on T'(D) and on T'S~!(D), and since T is an involution we have
STS™'T(D) = ST*(D) = S(D) # S™Y(D) = T?S~'(D) = TSTS™ (D).

As T does not commute with its S-conjugate (with S € Cy), we have T ¢ Dy.
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supp S supp T

supp V'

Figure 3: Visualisation of the sets in play.

(ii) For any S € Aut(X,[)]), it is easy to check that SVoS™ = (SVS™)gcna) scnp)- In

particular, for S =V, we obtain VVoV ™! = Vi, which means that V¢ is in Cy .
Now for any S € Cy (in particular V.S(C) = S(C)), we have

SVeS™ = (SVS™scnay.scnp) = Vscnay.scns) = Vs(c)-

.

(Bﬁ(/‘) Ve

Figure 4: An example of a conjugate of an induced exchanging-involution.

By Remark Voairy Vo = VeV, and as S is arbitrary in Cy, we proved that Vo € Dy
S(C) ©)

Lemma 3.6 (Properties of &y). We have the following:

(i) E&v C Cy;

(11) Let T be in Ey. For any C C supp V we have T(C) C CUV(C);
(iii) Let T be in Ey. For any C C supp V we have T?(C) = C;

() If T € G is such that suppV NsuppT =0, then T € Ey .

Proof. (i) The involution V' is in Dy, so the result follows.

O

(i1) Assume the contrary: let C' be of positive measure, and such that 7'(C') is not contained
in Cy == CUV(C) (note that V(Cy) = Cp). In particular if C; = T(Cp) \ Cp, then C; D

T(C)\ Co # 0.
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Co = ClUV(C)

Figure 5: Visualisation of Cy, C7 and D.

By (i) and Lemma Cy CT(suppV) =AU B. We also have VT = TV so in particular
VT(C()) = TV(C()) = T(Co), and therefore V(Cl) = VT(C())\V(C()) = T(Co)\C() = Cl. Define
then D .= Ci N B.

Now we notice the following two facts:

e C1NT (D) =0. Indeed, C; CT(Cy) so CrNT(D) CT(ConND) CT(ConCy)=0.

e Cy =V(D)UD. Indeed, V(D) =V(C;)NV(B) =CinNA,soCi =CinNn(AUB) =
(Cl ﬂA) L (Cl N B) = V(D) L D.

Therefore, we have

Ve, T(D) = T(D) # TV/(D) = TVe, (D).

Indeed, the first equality comes from the first point, the last equality is a direct consequence of
the definitions, and the inequality comes from the second point. Since 7' is in & = C(Dy) and
Ve, € Dy by Lemma this is a contradiction, as they do not commute.

(iii) By Lemma [2.19] suppT = sup{D C X | DNT(D) = 0} and so we have C NsuppT =
sup{D CC | DNT(D)=0}. Fix D C CnsuppT such that T(D)ND = (). Since D C C C
supp V, by (i) we have T'(D) C (D) UV (D), so in fact T'(D) C V(D) and thus by taking the
supremum, T(C NsuppT) C V(C NsuppT). By (i) we moreover know that TV = VT, so we
have

T?(C NsuppT) CTV(C NsuppT) = VT(C NsuppT) C V*(C NsuppT) = C NsuppT.

Of course, the previous inclusion holds on C' \ supp T, so T?(C) C C, and this holds for any
C CsuppV. But by (i) and Lemma we also have supp V = T'(supp V) = T?(supp V), so
supp V \T?(C) = T?(supp V' \ C) C supp V' \ C. We have proved both inclusions, so T%(C) = C.

(iv) This is immediate from as bijections with disjoint supports commute. O

Lemma 3.7 (Properties of Fy ). If S is in Fy, then suppV Nsupp S = (. Moreover, for any
) #£C C X \ suppV, there exists a non-trivial involution S in Fy, with supp S C C.

Proof. The first part of the statement is immediate from item (7ii) of Lemmal[3.6] For the second
part, we know from that there exists T' € G of order exactly 4 with suppT C C, and from
item (iv) of Lemma [3.6) we get that T € £y, so T? € Fy/ and is a non-trivial involution. O

Lemma 3.8 (Properties of Gy). The set Gy is comprised of all the elements in G that are
supported by supp V :
Gy ={T € G |suppT CsuppV}.
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Proof. (2) Let T' € G be such that supp T C supp V. For any S € Fy we know from Lemma
that supp V NsuppS = 0, so T' and S commute, which means that 7' € Gy .

(C) Let T' € G be such that suppT € suppV. By Lemma consider C' C X \ supp V'
such that C N T(C) = (. By Lemma we know that there exists an involution S € Fy with
supp S C C'. Therefore, for any D C supp S such that S(D) # D we have

TS(D) #T(D) = ST(D),
which means that 7" does not commute with S, hence T' ¢ Gy . O

3.2 Constructing the conjugation

Now armed with all the necessary properties of the previously defined sets, we can go back to
the isomorphism ¢ : G — H in order to construct the associated conjugation. It is immediate
that ¢(V') is an involution, and it is straightforward to check that the following hold:

Y(Cv) = Cyuy,
Y(Dv) = Dy,
Y(Ev) = Eyp,s
V(Fv) = Fyws
v(Gv) = Gy

and in particular from Lemma [3.8] for any T' € G we see that

supp T C supp V' <= supp¢)(T') C supp (V). (*)

We now define S : MAlg(X, ) — MAIlg(X, 1) and S* : MAlg(X, u) — MAlg(X, ) to be
such that for any C' € MAlg(X, 1) we have

S(C) =sup {supp (V) | V € G involution and suppV C C'},
5*(C) = sup {suppy (V) | V € H involution and suppV C C}.

In particular S and S* are (C)-order-preserving. We have to check that S and S* are well-
defined non-singular bijections of X (equivalently boolean automorphisms of MAlg(X, 1)), that
S* = 8~1 that S is the desired conjugation, and that it is unique in that regard.

By symmetry (as ¢ is an isomorphism) it is enough to do the necessary verifications on S.

Lemma 3.9. For any Borel subset A C X and any involution V € G, if suppy(V) C S(A),
then suppV C A.

Proof.

supp 1?

Figure 6: Visualisation of the proof of Lemma [3.9}
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We do a proof by contraposition. By Lemma [3.1] there exists an element 7' € G of order
exactly 4, with supp7’ C supp V \ A. Therefore, T? is a non-trivial involution with supp7? C
supp V, so from (ED we get that supp¢(T2) C supp (V).

Now if V' € G is an involution with suppV’ C A, then T € &y by disjointness of the
supports and Lemma and therefore T2 € Fy». This yields that ¢ (T?) € Fyvny, and by
Lemma [3.7 supp v/(T?) Nsupp (V') = 0. As V' is arbitrary, supp¢(T?) N S(A) = 0, so

0 # supp (T?) C supp (V) \ S(A),
which concludes the proof. O
Proposition 3.10. For any A € MAlg(X, p) we have S*S(A) = A, and similarly, SS*(A) = A.

Proof. We assume that A is non-trivial.
(D) Assume the contrary, consider () # B C A\ S*S(A), and an involution V' € G such that
supp V C B. We know that (V) is an involution in H and that supp (V') C S(A), so

0 # suppV = BNsuppy (V) C BN S*S(A),

which is the contradiction.

(C) Let now V be an involution in H such that supp V' C S(A). Then ¢»~1(V) is an involution
in G with supp ¢ ~1(V) =suppV C S(A). By Lemma this means that supp 1 (V) C A.
Again, as V is arbitrary, this means that S*S(A) C A. O

Proposition 3.11. The functions S and S* = S~1 are boolean automorphisms of MAlg(X, ).

Proof. We start by noticing that since .S and S* are order-preserving, they send X to itself, and
0 to itself. Indeed, S(X) C X, and S*(X) C X, so by applying S, we get X C S(X), thus
S(X) = X. Similarly, 0 C S(0), and § C S*((), so by applying S, we get S()) C (), thus S(0) = 0.

We now prove that S is a Boolean automorphism by using characterization (4) of Propo-
sition To that end we fix A, B disjoint in MAlg(X, i), then we aim to establish that
S(A)NS(B) =0 and S(AUB) = S(A)US(B).

We start with S(A) N S(B). Let C C S(A) N S(B), and let V € H be an involution with
suppV C C. We have

supp ¢~ (V) = suppV € C € S(A) N S(B),

so by Lemma applied to S(A) and S(B) separately, suppy (V) C AN B = (). This means
that 1~ 1(V) is the identity, so V is the identity, so C = (). Therefore S(A4)N S(B) = 0.

We finally have to take care of S(A) U S(B). Since S is order-preserving we have S(A) U
S(B) C S(AUB). Fix then C C S(AUB)\ (S(A)US(B)) and D C AU B such that S(D) = C.
We also have S(D N A) C S(D)NS(A) = CnNS(A) = 0, and similarly for B. By applying
S*, which sends ) to itself, this means that D N A = DN B = (). This concludes the proof, as
C=8SD)=S(DNA)U(DNB))=.S8(0) =0, yielding that S(AU B) C S(A) U S(B). O

We are now almost done. We only need to verify that v is the conjugation by S, and that
it is the unique such automorphism. We prove the following final lemma, before finishing the
proof with Proposition [3.13]

Lemma 3.12. For any involutions V € G and V' € H we have S(supp V) = supp ¥ (V) and
S~Y(supp V') = suppy~H(V7).
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Proof. By definition of S we have supp¥(V) C S(suppV). For the converse inclusion, by
Proposition and the definition of S~! we have

supp ¥ (V) =SS~ (supp (V) 2 S(supp ¢~ '4(V)) = S(supp V),
which concludes the proof. O

Proposition 3.13. For any T € G, we have (T) = STS~'. Moreover, S is the only non-
singular bijection of (X, u) satisfying this.

Proof. Assume the contrary: for a non-trivial T € G the map F = ¢(T)"'STS! is not idy.
By Lemma this means that there exists ) # A C X such that F(A) N A = (). By applying
Y(T) we get

STS™(A) Ny(T)(A) = 0. (%)
Let now V € H be a non-trivial involution with B := suppV C A. By Lemma [3.12
supp¢ (V) = S71(B), and so by the general fact about the support of a conjugate we get that

supp(Ty~ (V)T ™) = T(supp v~ (V)) = TS~ (B),
which yields (from Lemma again):

supp(yp(T)Vap(T) 1) = supp((Ty~ (V)T ™)) = S(supp(Ty~— (V)T 1)) = STS~(B).

On the other hand, supp(¢(T)V(T)™1) = o (T)(B). From the previous two equalities we get
that ST'S™(B) = ¢(T)(B), contradicting ().

We now turn to the uniqueness, and assume that S7, Sy are two distinct non-singular bi-
jections. We have S;lSl # idx, so by Lemma again there exists ) # A C X such that
(S5'81)(A) N A = §. We then consider an involution V € G with suppV C A. We have
supp((Sy 1S1)V (S5 151) ™) = (S5 1S1)(supp V) C (S5 1S1)(A), so (S5 S1)V (S5 191) 7! cannot
be equal to V. Therefore

Sy 1SV £ VS 1Sy,

Multiplying by So on the left and by 51—1 on the right, we get that the conjugates of V' by Sy
and Sy are different. O
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